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ABSTRACT
From 2006 to 2014, I have carried out approximately
200 statistical reviews of manuscripts for ARD. My most
frequent review comments concern the following:

1. Report how missing data were handled.
2. Limit the number of covariates in regression

analyses.
3. Do not use stepwise selection of covariates.
4. Use analysis of covariance (ANCOVA) to adjust for

baseline values in randomised controlled trials.
5. Do not use ANCOVA to adjust for baseline values

in observational studies.
6. Dichotomising a continuous variable: a bad idea.
7. Student’s t test is better than non-parametric tests.
8. Do not use Yates’ continuity correction.
9. Mean (SD) is also relevant for non-normally

distributed data.
10. Report estimate, CI and (possibly) p value—in that

order of importance.
11. Post hoc power calculations—do not do it.
12. Do not test for baseline imbalances in a

randomised controlled trial.
13. Report actual p values with 2 digits, maximum 3

decimals.
14. Format for reporting CIs.

INTRODUCTION
From 2006 to 2014, I have carried out approxi-
mately 200 statistical reviews of manuscripts for
ARD. Some errors and weaknesses occur more
often than others. The following is a description of
14 of my comments most frequently given to
authors. The first 10 points concern choosing an
appropriate analysis method, points 11–12 concern
avoiding superfluous analyses and points 13–14
concern reporting formats. Some statistical terms
are explained in Appendix. I hope this can help
authors to avoid these statistical errors and weak-
nesses in future manuscripts.

1. Report how missing data were handled
Report the amount of missing data in the different
variables, and how this was handled in the analysis.1

Commonly used methods are, from the less to the
more complex ones, complete case analysis (disre-
garding cases with partially missing data), single
imputation methods like expectation-maximation
imputation, multiple imputation and full information
maximum likelihood. Further, in longitudinal studies,
mixed models analysis may be appropriate, while ‘last
observation carried forward’ is not unbiased under
any sensible assumptions, and should not be used.

2. Limit the number of covariates in regression
analyses
Some authors attempt to include too many covari-
ates compared with the number of cases in a

regression model, for example, 17 covariates in a
study with 64 cases. Traditional rules of thumb
state that the ratio of cases per covariate ought to
be in the size of order 10. Some authors recom-
mend 15, some 20, others state that 5 is sufficient.
In logistic regression and Cox regression, 10 events
per variable is usually sufficient2 and in many situa-
tions 5 events per variable is sufficient.3 Note that
in logistic regression this is not the total number of
observations, but the smallest of the two outcome
groups. Similarly, in Cox regression, only the
number of events excluding censored observations
is counted as cases in this context.

3. Do not use stepwise selection of covariates
Automated variable selection procedures like step-
wise selection used to be very popular. Today an
increasing number of analysts criticise such
methods. For example,4 page 419 states: “There
are several systematic, mechanical, and traditional
algorithms for finding models (such as stepwise and
best-subset regression) that lack logical and statis-
tical justification and that perform poorly in theory,
simulations and case studies … One serious
problem is that the P-values and standard errors …
will be downwardly biased, usually to a large
degree”.
Selection of covariates should be based on the

research question at hand and on substantial knowl-
edge such as what is biologically plausible. Chapter
10 ‘Predictor selection’ in the book5 gives good
guidance on this matter.

4. Use analysis of covariance to adjust for
baseline values in randomised controlled trials
Consider a randomised controlled trial (RCT) com-
paring two treatments, where the outcome variable
is measured before treatment and after treatment.
Testing if there is a significant change (difference)
from before to after treatment in each treatment
arm separately is not an appropriate analysis
method. One can compare the mean change
between the treatment arms. But an even better
approach is regression with outcome after treat-
ment as dependent variable, and baseline value and
treatment group as covariates.6 This method is
often called analysis of covariance (ANCOVA).

5. Do not use ANCOVA to adjust for baseline
values in observational studies
In an observational study, on the other hand, use of
ANCOVA cannot be generally recommended7

(page 126). In fact, ANCOVA can produce differ-
ent conclusions than analysing a score difference
(after score minus before score), a phenomenon
also known as Lord’s paradox.8 A central issue is
that in a randomised trial, the treatment is applied
after measuring the baseline score. Hence the
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treatment cannot have affected the baseline score. In an observa-
tional study, the exposure may also have been present before the
baseline score was measured. Then, ANCOVA would generally
introduce bias. See also ref 9.

6. Dichotomising a continuous variable: a bad idea
Avoid dichotomising continuous variables if possible.10–12

Dichotomising implies loss of information and hence loss of
statistical power. Moreover, dichotomizing a covariate implies
that the effect of that covariate is a step-function changing only
at the threshold. In reality, most effects are smooth functions of
the covariate. However, sometimes it can be sensible to dichot-
omise according to some predefined clinical threshold.
Data-driven categorisation such as above/below the median of
the observations is never a good idea. The same arguments are
valid for categorising into more than two categories, although
the harm is then somewhat less than by dichotomising.

7. Student’s t test is better than non-parametric tests
Student’s t test has major advantages over non-parametric tests
such as the Wilcoxon test13: First, the method allows to
compute a CI for the mean of interest, not only a p value.
Second, Student’s t test is more powerful, particularly in small
samples.14 A widespread misunderstanding is that Student’s t
test should not be used in small samples. Third, Student’s t test
is readily generalised into regression analysis and other analyses.

Student’s t test is rather robust to deviations from normality15

as long as there are no residuals extremely distant, say much
more than 4–5 SDs, from zero. Visual inspection of Q-Q plots
is well suited to detect such deviations. Visual inspection of P-P
plots is not suited for detecting such deviations. When the data
deviate substantially from the normal distribution, one can for
example, use bootstrapping to obtain CIs and p values.16

Bootstrapping has been available in standard statistical software
for several years, and is an underused technique in many appli-
cations of statistics.

8. Do not use Yates’ continuity correction
Many methods have been proposed for testing equality of two
proportions. A traditional recommendation is to use Pearson’s
asymptotic χ2 test without Yates’ correction in ’large’ samples,
say all expected cell counts are at least five, else, use a small
sample method such as Fisher’s exact test. Some authors use
Pearson’s test with Yates’ correction. But Yates’ correction
should be regarded as a historic curiosity from the time before
computers were commonly available, and it should never be
used.17 18 Similarly, the version of Yates correction for CIs
should never be used.19 Further recommendations are given in
refs 20 and 21.

9. Mean (SD) is also relevant for non-normally distributed
data
The mean and SD are meaningful descriptive statistics for data
following all types of continuous distributions and sometimes
even for ordinal data, not only the normal distribution. A wide-
spread misunderstanding is that one must use other measures
such as median and IQR if data do not follow the normal distri-
bution. In fact, the mean and SD have several favourable proper-
ties. For example, the mean and SD from different studies can
readily be combined in a possible later meta-analysis. This is not
the case for the quantile-related measures.

10. Report estimate, CI and (possibly) p value—in that
order of importance
p Values are overused and overemphasised in medical research
as well as many other applied sciences. This problem is well
described in a recent article in Nature22 and its accompanying
editorial.23 Sometimes authors report only the p value, for
example: “Patients exposed to E were more likely than the
unexposed to develop the disease D (p=0.04)”. The
’Vancouver’-guidelines http://www.icmje.org/recommendations/
browse/manuscript-preparation/preparing-for-submission.html#d
state the following: “When possible, quantify findings and
present them with appropriate indicators of measurement error
or uncertainty (such as confidence intervals). Avoid relying
solely on statistical hypothesis testing, such as p values, which
fail to convey important information about effect size and preci-
sion of estimates”.

11. Post hoc power calculations—do not do it
Post hoc power calculations are futile, although it has been
recommended by some journals. Power is the probability of
rejecting the null hypothesis in a (future) study. Once the study
has been conducted, this probability is either 1 (if the null
hypothesis was rejected) else 0. Post hoc power is fundamentally
flawed.24 After the study, meaningful quantifications of uncer-
tainty are CIs and p values.24 25

12. Do not test for baseline imbalances in a RCT
When reporting a RCT, it is recommended to show a table
with baseline demographic and clinical characteristics for each
treatment group. But testing for baseline imbalances in a prop-
erly randomised trial is futile, although reported in some
medical journal articles. Such testing is discouraged by the
CONSORT guidelines.26 Assuming that randomisation has
been done properly, we can expect 5% of the baseline variables
to differ significantly between the groups (at level 5%), see
also refs 27 and 28.

13. Format for reporting CIs
Commonly used separators between confidence limits are
comma(,), semicolon(;) and hyphen(-). The comma and hyphen
should be avoided, since they resemble a decimal separator, a
thousands separator, or a minus sign. A good choice is to use
’to’, for example, (0.16 to 0.25), as recommended by refs 29
and 30. The same advice applies for other intervals, such as
IQR and minimum to maximum values.

14. Report actual p values with 2 digits, maximum 3
decimals
Avoid reporting p values as n.s. or p<0.05 or p<0.01. The
exception is extremely small p values, which ought to be
reported as, for example, p<0.001. A much used recommenda-
tion is to report p values with up to 2 significant digits and
maximum 3 decimals, such as p=0.12, p=0.035, p=0.006 and
p<0.001.
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APPENDIX
Some statistical terms used in this article are explained below.

Expectation-maximation imputation of missing data: Missing
values in the data set are estimated as their expected values,
given all the observed values in the data set. This results in a
complete data set with singly imputed values. Single imputation
can be an acceptable procedure if there is a low proportion of
missing values.

Multiple imputation of missing data: Several complete data
sets, for example, m=20 data sets, are created. The missing
values are in principle drawn randomly from their expected dis-
tributions, given all the observed values in the data set.
Subsequently, analysis results from each of the m complete data
sets are combined to give estimates, CIs and p values taking the
variability within and between the imputed data sets into
account.

Last observation carried forward: Consider a longitudinal
study where the patients are scheduled to visit the clinic at
certain time points. If data are missing at a time point, data
from the last available time point are filled in. For example, the
scheduled visits are at 1 month, 2 months, 3 months and
6 months, and a patient missing data at 3 months gets the values
from 2 months filled in also at 3 months. If data are also missing
at 6 months, the same values are carried forward 6 months as
well.

Stepwise selection of covariates: From a given set of candidate
covariates for a regression analysis, only those fulfilling a given
data-driven criterion are included in the final analysis. A
common criterion is that the p value must be below a threshold.
Several variants of stepwise selection exist, including forward
selection, backwards elimination and all subsets regression.

ANCOVA (analysis of covariance): In this context, ANCOVA
means regression analysis with outcome after treatment (or
exposure) as dependent variable, including baseline value and
treatment group as covariates. Some authors use ANCOVA in a
slightly different meaning.

Yates’ continuity correction: An adjustment which can be used
in the calculation of Pearson’s χ2 statistic for 2×2 tables, and in
a few other applications. This adjustment has been recom-
mended for small samples.

Q-Q plot: A plot of the observed values versus the expected
values under an assumed probability distribution, usually the
normal distribution. If the graph is close to a straight line, the
data agree well with the assumed probability distribution.

P-P plot: A plot of the observed cumulative probabilities
versus the expected ones under an assumed probability distribu-
tion, usually the normal distribution. If the graph is close to a
straight line, the data agree well with the assumed probability
distribution.
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